Trust the Polls? Neural and Recall Responses Provide Alternative Predictors of Political Outcomes
Samuel B. Barnett, Northwestern University, USA
Andrés Campero, MIT Media Lab, USA
Ronen Zilberman, MIT Media Lab, USA
Chris Rose, New York University, USA
Aaron Robinson, Northwestern University, USA
Moran Cerf, MIT Media Lab, USA

ABSTRACT
Given the lack of public trust in opinion polls, we propose novel approaches to supplement existing methods of predicting political outcomes. Neural similarity and recall of candidates in a televised presidential primary debate accurately forecasted election results. Additionally, the neural data predicted changes in the opinion polls following the debate.

INTRODUCTION
Even though most voters do not trust public opinion polling (Jackson & Sparks 2017), what alternatives do we have? For most of human history, we could only know what others were thinking by asking them to report it. This subjective account, even when given in earnest, suffers from many shortcomings and biases (Nisbett & Wilson 1977, Griffin & Hauser 1993), and these issues recently gained notoriety as political opinion polls predominantly failed to foresee the United Kingdom’s vote to leave the European Union (the “Brexit”) and the election of Donald Trump as President of the United States. Complicating matters further, scholars have linked political preferences to irrelevant events occurring close to election day (Healy et al. 2010), unconscious feelings about the physical appearance of the candidate (Todorov et al. 2005), and even our genetics (Fowler & Dawes 2008). Thus, decoding political preferences is a challenging task requiring further research (Mauser & Kopel 1992, Bartels 2002, Lakoff 2008, Hall et al. 2013).

Consumer research, neuroscience, and other fields have provided many methods to passively assess preferences, emotions, and decision-making processes (Berka et al. 2007, Levy et al. 2011, Jost & Amodio 2012, Ely et al. 2015). Given that political campaigns spend billions of dollars on messaging, there is growing interest among practitioners in measuring the effectiveness of these techniques (Aron 2007). Recent work on attention and mind-wandering (Mason et al. 2007) has shown that content that can recruit similar brain activity (e.g., activate the same regions or circuits simultaneously) is associated with engagement (Barnett & Cerf 2015, Hasson et al. 2008). Simply put, a measure of engagement can be derived by assessing the similarity between multiple brains (Hasson et al. 2004).

We measured responses to a live televised presidential primary debate in a natural environment (i.e., a large auditorium, as opposed to a traditional laboratory setting). Unlike prior studies on engagement that focused on neutral or positive stimuli (Hasson et al. 2008, Boksem & Smidts 2015, Barnett & Cerf 2017), we studied reactions to candidates with whom the participants generally disagreed. Also, in general, politics can be controversial, generating strong emotional responses among individuals (Haidt 2012). We theorize that elevated neural similarity will reflect collective, engaged disagreement with the content. When participants already predisposed to opposing the candidates exhibit especially strong, aversive engagement, we hypothesize that the population that prefers those candidates will also be more engaged in voting for them. For example, if Trump makes Democrats’ brains more alike—perhaps driven by shared aversion—our hypothesis suggests that Trump will also be more memorable to Republican brains and ultimately increase his likelihood of earning their votes.

We test neural similarity, survey recall and its sentiment, and continuous ratings of subjective agreement as predictors of both public polling changes and population-level voting results. Unlike polls, which typically interview over a thousand individuals, we present these refined techniques that accurately extrapolate from just dozens to predict the behavior of tens of millions. We report the strength of these predictions and also combine the neural and subjective data to form multivariate model estimates.

METHODS
Participants
Twenty-nine participants (7 female) viewed the January 14, 2016 Republican presidential primary debate in a large auditorium. Participants were asked to refrain from talking and excessive movement during the viewing and were paid $60 for their time.

To select participants who would likely disagree with some or all of the presented content, we screened for candidate preference with a pre-survey. Immediately prior to the debate, the three leading Republican presidential candidates, according to opinion polls, were (in descending poll rank) Trump, Cruz, and Rubio, collectively representing nearly two thirds (65.7%) of the sample population; thus, we only accepted participants that preferred other candidates (i.e., not Trump, Cruz, or Rubio).

Subjective and Neural Data Collection
On the day of the debate, the participants answered a pre-debate survey regarding demographic information as well as their detailed opinions on each individual candidate and a variety of selected topics (e.g., abortion, gun control, taxes).

Eleven participants were fitted with high performance EEG systems (BrainVision, Morrisville, NC) to measure their neural activity. Sampling was performed at a rate of 250 Hz from sixteen channels, high-pass filtered at 1 Hz, low-pass filtered at 50 Hz, and processed via Independent Component Analysis (ICA) (Delorme et al. 2007, Hyvärinen & Oja 2000) using EEGLAB in MATLAB (Delorme & Makeig 2004). Additionally, for redundancy, headband EEG systems (Muse, Toronto, Canada) with a lower sampling rate and fewer channels were assigned to ten additional participants; however, none of the main acquisition systems failed, so only the BrainVision data were ultimately used.

All of the participants used an online application to continuously report their agreement/disagreement with the content throughout the debate (“How much do you agree with what is being said?” presented on a sliding scale as in many focus groups; cf., Kamberelis & Dimitriadis 2005). Immediately following the debate, a post-debate survey was administered, which assessed political views and candidate recall. Two research assistants independently coded the recall sentiments for each candidate (e.g., favorable/unfavorable).
Calculation of Neural Similarity

We calculated neural similarity across every pairwise combination of participants as performed in related techniques with both fMRI (Hasson et al., 2004, 2008) and EEG data (Dmochowski et al., 2012, 2015; Barnett & Cerf 2015, 2017). We used a Fast Fourier Transform (FFT) to select neural data in the alpha frequency spectrum (7.5-12.5 Hz), which has been linked to attentional modulation and engagement (Barnett & Cerf 2015, Boksem & Smits 2015, Falk et al. 2012, Ki et al. 2016). We determined the maximally correlated pair of components for each pair of participants (Dmochowski et al., 2012, 2015), and then averaged the correlation levels across all participant pairs to obtain a single value for a 30-second window. We repeated the process for each successive second (i.e., rolling 30-second windows) to obtain a time series of neural similarity throughout the debate.

An underlying assumption with measures of neural similarity is that the relevant correlations are due to the simultaneous exposure of a stimulus to multiple brains. If the assumption holds, then data correctly synchronized across subjects would be statistically different than randomly aligned data. We tested this assumption with bootstrapping: we correlated 100-second segments of raw EEG data, again pairwise across participants, but with a random starting point for each subject (i.e., misaligning the data). We found that indeed the assumption holds: the real neural similarity value was significantly higher (1.2 standard deviations, SDs; Z-test: p < .01) than the mean of the values computed for 1,000 randomly shuffled segments.

The neural similarity that we attribute to a given candidate (or the moderators or commercials) is assessed in a related way. We compared the correctly aligned data with 1,000 random shuffles (matched in duration); higher z-scores reflected greater neural similarity generated by that candidate.

RESULTS

Subjective and neural responses varied significantly over the course of the debate (144 minutes). We analyzed moment-to-moment responses to each of the seven candidates, the two moderators grouped together, and the television commercials. We also studied survey data before and after the debate as well as public opinion polling (aggregated by HuffPost Pollster, 2016 National Republican Primary) and population-level vote totals in the primary elections.

Engagement with Candidates vs. Other Stimuli

Since a political debate centers around the candidates, we expected that they would induce greater engagement than the neutral moderators. Indeed, each of the candidates generated higher neural similarity (by .15-2.54 SDs) than the moderators. However, the candidates produced significantly less neural similarity (by 2.42-4.81 SDs) than the comparatively non-controversial and widely engaging television commercials, which were 4.96 SDs more engaging than the moderators.

Forecasting Changes in Public Opinion Polls

From the day before the debate (January 13) through the first primary contest (February 1), three of the seven candidates rose in the public polls (1.57% ± 1.42%), while the other four fell slightly (-.65% ± .44%). On average, a candidate’s poll support changed 0.30% ± 1.47%.

Neural similarity during each candidate’s debate answers forecasted these changes in popular opinion levels (r = .67, p = .10). Additionally, the two candidates yielding the highest neural similarity (Rubio and Cruz) showed greatest improvement in public support (3.20% and 0.70%, respectively). However, unlike neural similarity, none of the subjective responses were correlated with subsequent changes in the candidates’ poll standings (p > .70; see Table 1).

Forecasting Election Outcomes

Over the course of the Republican presidential primaries (February-May 2016), over 30 million votes were cast for the seven candidates analyzed in this study. Trump’s rival candidates suspended their campaigns (effectively dropping out of the race) at various times. To normalize by campaign length, we divided a candidate’s total votes received by the number of days after the debate (January 14) to the date he suspended his bid for the nomination (or, in Trump’s case, when he had no more rivals after Kasich suspended his campaign on May 4). Christie received the fewest average votes per day of active campaigning (2,135) whereas Trump received the most (126,270). The typical candidate received 45,813 ± 43,748 votes per active campaign day.

Neural Similarity and Voting Results

Neural similarity during the debate was strongly predictive (r = .79, p = .03; see Table 1) of votes received in the first primary contest (Iowa caucuses, February 1). Additionally, neural similarity was positively linked to candidates’ overall future campaign performance (r = .37, p = .41). Statistical significance was reduced by Trump’s vote total being a distinct outlier. Excluding Trump, neural similarity was highly correlated with average votes per active campaign day (r = .78, p = .07; see Table 1) over the entire primary season.

Subjective Responses and Voting Results

Participant recall of candidates following the debate was closely linked (r = .83, p = .02) with eventual voting results throughout the primary campaign. Partitioning the recall data by subjective valence, we observe that this result is predominantly driven by unfavorable recall (r = .91, p < .01; see Table 1) as opposed to favorable memory (r = -.09, p > .80; see Table 1). To wit, aversive memorability among participants who oppose the candidates reliably forecasts population-level voting outcomes.

Furthermore, recall was positively correlated with votes received in the first primary contest (r = .69, p = .08), albeit to a lesser degree than its correlation with the aggregate results over all pri-

Table 1: Correlations of Various Predictors and Political Outcomes.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Collection Period</th>
<th>Change in Poll Standings</th>
<th>Results of Iowa Caucuses</th>
<th>Votes Per Active Campaign Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Similarity</td>
<td>During Debate</td>
<td>.67*</td>
<td>.79**</td>
<td>.78**</td>
</tr>
<tr>
<td>Subjective Disapproval</td>
<td></td>
<td>.06</td>
<td>.60</td>
<td>.44</td>
</tr>
<tr>
<td>Total Recall</td>
<td>Following Debate</td>
<td>.00</td>
<td>.69*</td>
<td>.83**</td>
</tr>
<tr>
<td>Favorable Recall</td>
<td></td>
<td>.17</td>
<td>-.23</td>
<td>.03</td>
</tr>
<tr>
<td>Unfavorable Recall</td>
<td></td>
<td>-.13</td>
<td>.87**</td>
<td>.91***</td>
</tr>
</tbody>
</table>

Significant predictions were asterisked: *, **, and *** denote p less than .10, .05, and .01, respectively.

Trump’s data point was removed as an outlier in one correlation analysis (†).
Combining Metrics for Improved Forecasts

Multivariate models achieved even greater predictive power over voting outcomes (see Figure 1). We performed linear regressions of this form:

$$\text{Expected Votes} = \beta_0 + \beta_1 \times [\text{Unfavorable Recall (\%) vs. Moderators (SDs)}]$$

This model, which combines subjective and neural data, predicted the results of the Iowa caucuses with notable accuracy ($r = .98, p < .01; \beta_0 \approx 18,388, \beta_1 \approx 1,706, \beta_2 \approx 11,364$; see red circles in Figure 1). The regression of the same form was also predictive of votes per day during the primary season ($r = .91, p < .01; \beta_0 \approx 5,425, \beta_1 \approx 4,896, \beta_2 \approx -1,490$; see blue diamonds in Figure 1). Note that the model for the Iowa caucuses is weighted heavily by neural similarity whereas the model for the full primary season is more dependent on unfavorable recall.

DISCUSSION

We found alternative predictors of three examples of political outcomes: (1) changes in poll standings following the debate, (2) votes received in the Iowa caucuses, and (3) average votes received per active campaign day, which each had a different time scale (on the order of days, weeks, and months, respectively). The recall measures, in particular, improved with longer time; aggregate recall was not at all correlated ($r = .00, p \approx 1.00$) with poll changes, positively associated ($r = .69, p = .08$) with Iowa results, and highly predictive of daily votes over months ($r = .83, p = .02$). Since neural similarity was closely linked ($r > .67, p < .10$; see Table 1) with all three of the political outcomes, its relative effectiveness over the self-report data was greatest in predictions immediately following the debate (e.g., the changes in public opinion polls).

CONCLUSION

Most of our analysis focuses on candidate-versus-candidate election predictions, but the observation that commercials generated significantly higher neural similarity (more than 2 SDs above the candidates and moderators) is worthy of future study. Of course, commercials are designed to appeal to common denominators and promote consensus around an advertised product, whereas a debate, by definition, presents conflicting viewpoints.

Additionally, in prior studies, neural similarity was linked to collective engagement with neutral or pleasing stimuli, such as movies and advertisements, but our results with contentious content suggest that, regardless of valence, neural similarity is a meaningful measure of engagement. In particular, strong, shared brain responses and self-reported feelings on one side of the political spectrum corresponded with similarly strong behavioral responses on the other side in the form of polling support and votes.

Limitations

Our use of a live debate enhanced the naturalistic aspects of the participants’ experience, but it also meant that we had no control of the stimulus. While seven candidates in a primary debate is a large number in its political context, it is a small number of data points. Similarly, free recall responses are true-to-life, but vary with effort and memory abilities. Furthermore, these responses required manual coding, and although this was performed independently by two individuals, the process introduces subjectivity.
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